
MATHEMATICAL FOUNDATIONS OF DATA ANALYSIS  

UNIT V  

SINGULAR VALUE DE COMPOSITION OF A MATRIX 

Definition:  Singular Value Decomposition of a matrix:  

A Singular Value Decomposition (SVD) of an m × n matrix A of rank r is a 

factorization A = UΣV T where U and V are orthogonal and Σ =  [
𝑫 𝟎
𝟎 𝟎

]  m×n in block 

form where D = diag (d1, d2, ..., dr) where each di  > 0, and r  ≤  m and r  ≤  n. 

Note1 :  If A = UΣV T is any SVD for A as then:  

1. r = rank A.  

2. The numbers d1, d2, ..., dr are the singular values of ATA in some order. 

Note 2 : 

Let A be a real m×n matrix. Then:  

1. The eigen values of ATA and AAT are real and non-negative.  

2.   ATA and AAT have the same set of positive eigen values. 

Definition:  Singular values of the matrix A 

Let A be a real m×n matrix. Let λ be an eigenvalue of ATA, with non zero eigenvectors 𝑞𝑖  ∈  𝑅
𝑛. 

Then the real numbers  𝝈𝒊 = √𝝀𝒊  =  ‖𝑨𝒒𝒊‖   for i = 1, 2, ..., n, are called the singular values of the 

matrix A .  

Definition:  Singular matrix of A 

Let A be a real, m×n matrix of rank r, with positive singular values σ1 ≥ σ2 ≥ ··· ≥ σr > 0 and σi = 0 if i > 

r.  Define: DA = diag (σ1, σ2  ..., σr) and ΣA = [
𝐷𝐴 0
0 0

] 𝑚×𝑛  Here ΣA is in block form and is called the 

Singular matrix of A. 

Definition:  Two subspaces associated with  a matrix A  having m rows and n columns.  

    im A = { Ax | 𝒙 ∈ 𝑹𝒏 } and  col A = span {a | a is a column of A}.  

Then im A is called the image of A (so named because of the linear transformation Rn → Rm with x → 

Ax); and col A is called the column space of A.  

Note :   im A =  col A.  

Definition:  Singular Value Decomposition (SVD) of A 



Definition:  Let A be a real m×n matrix, and let σ1 ≥ σ2 ≥ ··· ≥ σr > 0 be the positive singular values of 

A. Then r is the rank of A and we have the factorization A = PΣAQ T where P and Q are orthogonal 

matrices.  The factorization A = PΣAQT 
 , where P and Q are orthogonal matrices, is called a Singular 

Value Decomposition (SVD) of A.  This decomposition is not unique.  

Reference:  

https://math.emory.edu/~lchen41/teaching/2020_Fall/Section_8-6.pdf  

 

Procedure for finding Singular Value Decomposition (SVD) of  the given matrix  𝑨 

Solution:  

Step 1:   To find 𝐴𝑇𝐴 

Step 2:   To find Eigen values (Characteristic values) of   𝐴𝑇𝐴.  

                Use   |𝐴𝑇𝐴 −  𝜆 𝐼 | =   0 

Step 3:   To find Eigen vectors (Characteristic vectors) Eigen vectors of 𝐴𝑇𝐴 , corresponding  

unit Eigen vectors 𝑞1,  𝑞2 and 𝑞3. 

Use the Characteristic equations formula  (𝐴𝑇𝐴 −  𝜆𝐼)𝑋 = 0 where  𝑋 = (

𝑥1
𝑥2
𝑥3
) 

Step 4:  To find orthogonal matrix  𝑄 = (𝑞1  𝑞2  𝑞3) 

Step 5:   To find Singular values of  𝐴𝑇𝐴.  

Use the formula  𝜎𝑖 =  √𝜆𝑖   i = 1,2 3.  𝜎𝑖  is called the Singular value of the matrix  𝐴𝑇𝐴 

Step 6:  To find rank of the given matrix A  

Step 7:  To find singular matrix of A denoted by ∑𝐴 

 ∑𝐴 =  (
DA 0
0 0

)   Where  DA = diag (𝜎1  𝜎2  𝜎3… ) 

Step 8:   To find  2 × 2  Orthogonal matrix  𝑃 =  (𝑝1 𝑝2)  where 𝑝1  and 𝑝2 are normalisers 

of   𝐴𝑞1  and   𝐴𝑞2  respectively.  

Step 9: Singular Value Decomposition (SVD) f or A is obtained by using the formula  

                    𝐴 = 𝑃 ∑𝐴𝑄
𝑇 

                                         ******* 

 

 

 

https://math.emory.edu/~lchen41/teaching/2020_Fall/Section_8-6.pdf


Problem:   

Find Singular Value Decomposition (SVD) for the matrix  𝑨 =   (
𝟏 𝟎 𝟏
−𝟏 𝟏 𝟎

) 

Solution:  

Let the given matrix be   𝐴 =  (
1 0 1
−1 1 0

) 

Step 1:   To find 𝑨𝑻𝑨 

 𝐴𝑇𝐴 = (
1 −1
0 1
1 0

)  (
1 0 1
−1 1 0

) =   (
2 −1 1
−1 1 0
1 0 1

)   

Step 2:   To find Eigen values (Characteristic values ) of   𝑨𝑻𝑨 

        |𝐴𝑇𝐴 −  𝜆 𝐼 | =   𝟎 

    ⟹ |(
2 −1 1
−1 1 0
1 0 1

) −  𝜆 (
1 0 0
0 1 0
0 0 1

) | =   𝟎 

   ⟹ |(
2 −  𝜆 −1 1
−1 1 −  𝜆 0
1 0 1 −  𝜆

) | =   𝟎 

   ⟹ (2−  𝜆)(1 −  𝜆 )(1 −  𝜆 ) − (1 −  𝜆 )  − (1 −  𝜆 ) = 𝟎  

  ⟹ (1 −  𝜆 ) [  (2 −  𝜆)(1 −  𝜆 ) − 𝟏 – 𝟏 ] = 𝟎 

  ⟹ (1 −  𝜆 ) [ 𝜆𝟐 −  𝟑 𝜆 + 2 − 2  ] = 𝟎      

  ⟹ (1 −  𝜆 ) [ 𝜆𝟐 −  𝟑 𝜆] = 𝟎      

 ⟹ (1 −  𝜆 ) (𝜆 − 3)𝜆 = 𝟎      

⟹  𝜆 = 3 , 𝜆 = 1 𝑎𝑛𝑑 𝜆 = 0   

Let  𝝀𝟏 = 𝟑   𝝀𝟐 = 𝟏   and 𝝀𝟑 = 𝟎 

Step 3:   To find Eigen vectors (Characteristic vectors) Eigen vectors of 𝑨𝑻𝑨  , 

corresponding  unit Eigen vectors 𝒒𝟏,  𝒒𝟐 and 𝒒𝟑. 

   Characteristic equations is  (𝐴𝑇𝐴 −  𝜆𝐼)𝑋 = 0 where  𝑋 =  (

𝑥1
𝑥2
𝑥3
) 

   ⟹ (𝐴𝑇𝐴 −  𝜆𝐼)𝑋 = 0 

   ⟹ (
2 −  𝜆 −1 1
−1 1 −  𝜆 0
1 0 1 −  𝜆

) (

𝑥1
𝑥2
𝑥3
) = (

0
0
0
) 

          (2 −  𝜆)𝑥1− 𝑥2 + 𝑥3 = 0 



   − 𝑥1 + (1 −  𝜆) 𝑥2  + 0 𝑥3 = 0 

       𝑥1 + 0 𝑥2  + (1 −  𝜆) 𝑥3 = 0 

  Put 𝝀 = 𝟑 in the above first two equations we get  

  − x1 − x2 + x3 = 0 

              − x1 − 2 x2  + 0 x3 = 0 

              
 x1

0+2
= 

x2

−1−0
=  

x3

0−1
  

             ⟹
 x1

2
= 

x2

−1
=  

x3

−1
 

Therefore Eigen vector corresponding to the Eigen value  𝜆 = 3  is (
2
−1
−1
) 

Let 𝑞1 be the unit Eigen vector corresponding to the Eigen value  𝜆 = 3.  

q1 =  

(

 
 
 
 

2

√6

−
1

√6

−
1

√6)

 
 
 
 

=  
1

√6
  (
2
−1
−1
)  𝑡ℎ𝑒 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑖𝑠 𝑣𝑒𝑐𝑡𝑜𝑟 𝑖𝑠 √22 + (−1)2 + (−1)2 =  √6 

Next Put 𝝀 = 𝟏 in the above first two equations we get  

  1 𝑥1 − 𝑥2 + 𝑥3 = 0 

              − 𝑥1 + 0 𝑥2  + 0 𝑥3 = 0 

           
 𝑥1

0+0
= 

𝑥2

−1−0
=  

𝑥3

0−1
  

             ⟹
 𝑥1

0
= 

𝑥2

−1
=  

𝑥3

−1
   ⟹

 𝑥1

0
=  

𝑥2

1
= 

𝑥3

1
 

Therefore Eigen vector corresponding to the Eigen value  𝜆 = 1  is (
0
1
1
) 

Let 𝑞2 be the unit Eigen vector corresponding to the Eigen value  𝜆 = 1.  

Therefore 𝒒𝟐 = (

𝟎
𝟏

√𝟐
𝟏

√𝟐

) =
𝟏

√𝟐
 (
𝟎
𝟏
𝟏
)   𝑡ℎ𝑒 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑖𝑠 𝑣𝑒𝑐𝑡𝑜𝑟 𝑖𝑠 √02 + (1)2 + (1)2  = √2  

Next Put 𝝀 = 𝟎 in the above first two equations we get  

  2 𝑥1 − 𝑥2 + 𝑥3 = 0 

              − 𝑥1 + 1 𝑥2  + 0 𝑥3 = 0 

𝑥2 𝑥3  𝑥1 𝑥2 
-1 1 -1 -1 

-2 0 -1 0 

𝑥2 𝑥3  𝑥1 𝑥2 
-1 1 1 -1 

0 0 -1 0 

𝑥2 𝑥3  𝑥1 𝑥2 
-1 1 2 -1 

1 0 -1 1 



          
 𝑥1

0−1
= 

𝑥2

−1−0
=  

𝑥3

2−1
  

              ⟹
 𝑥1

−1
=  

𝑥2

−1
= 

𝑥3

1
    

Therefore Eigen vector corresponding to the Eigen value  𝜆 = 0  is (
−1
−1
1
) 

Let 𝑞3 be the unit Eigen vector corresponding to the Eigen value  𝜆 = 0.  

Therefore   𝒒𝟑 =  

(

 
 

−𝟏

√𝟑
−𝟏

√𝟑
𝟏

√𝟑)

 
 

    𝑡ℎ𝑒 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡ℎ𝑖𝑠 𝑣𝑒𝑐𝑡𝑜𝑟 𝑖𝑠 √(−1)2 + (−1)2 + (1)2  = √3  

Step 4:  To find orthogonal matrix  𝑸 =  (𝒒𝟏  𝒒𝟐  𝒒𝟑) 

 The orthogonal matrix  𝑄 is   

                       𝑄 =  [𝒒𝟏  𝒒𝟐  𝒒𝟑] =  

(

 
 

𝟐

√𝟔

−
𝟏

√𝟔

−
𝟏

√𝟔

0
𝟏

√𝟐
𝟏

√𝟐

−𝟏

√𝟑
−𝟏

√𝟑
𝟏

√𝟑)

 
 

      

 By taking  
1

√6
 outside we get   𝑄 =

1

√6
 (
2 0 −√2

−1 √3 −√2

1 √3 √2

) 

Step 5:   To find Singular values of  𝑨𝑻𝑨.  

           Use the formula  𝜎𝑖 =  √𝜆𝑖   i = 1,2 3.  𝜎𝑖  is called the Singular value of the matrix  

𝐴𝑇𝐴. 

𝜎1 = √𝜆1 = √3     𝜎2 =  √𝜆2 =  √1 = 1         𝜎3 = √𝜆3 =  √0 = 0 

Step 6:  To find rank of the given matrix A  

               𝐴 =  (
1 0 1
−1 1 0

) . Here order of A is  2 × 3.   Therefore Rank of A,  𝜌 (𝐴) ≤ 2 

  Now , |
1 0
−1 1

| = 1 ≠ 0.    Therefore 𝜌 (𝐴) =  2.  

Step 7:   To find singular matrix of A denoted by ∑𝑨 

 ∑𝐴 =  (
DA 0
0 0

)   Where  𝐃𝐀 = 𝐝𝐢𝐚𝐠 (𝝈𝟏  𝝈𝟐  𝝈𝟑  )  = diag (√3   1    0  ) 

Since the Rank of A is 2 , we consider only two singular values  𝜎1 and  𝜎2 .Therefore 

Singular matrix of A is 



                           ∑𝐴 =   (
𝜎1 0 0
0 𝜎2 0

)  =    (√𝟑 𝟎 𝟎
𝟎 𝟏 𝟎

)   

Step 8:   To find  𝟐 × 𝟐  Orthogonal matrix  𝑷 = (𝒑𝟏 𝒑𝟐)   where 𝒑𝟏   and 𝒑𝟐  are 

normalisers of   𝑨𝒒𝟏  and   𝑨𝒒𝟐  respectively.  

 Now  𝑨𝒒𝟏 = (
1 0 1
−1 1 0

) 

(

 
 

𝟐

√𝟔

−
𝟏

√𝟔

−
𝟏

√𝟔)

 
 
=  (

𝟑

√𝟔

−
𝟑

√𝟔

)  =   
𝟑

√𝟔
  (
𝟏
−𝟏
)  

 𝒑𝟏 =  Normaliser of 𝐴𝑞1 =
𝟏

√𝟐
 (
𝟏
−𝟏
) =  (

𝟏

√𝟐

−
𝟏

√𝟐

)  

Now  𝑨𝒒𝟐 =  (
1 0 1
−1 1 0

) 
𝟏

√𝟐
 (
𝟎
𝟏
𝟏
)  =  

𝟏

√𝟐
 (
𝟏
𝟏
)  

 𝒑𝟐 =  Normaliser of 𝐴𝑞2 =
𝟏

√𝟐
 (
𝟏
𝟏
) =  (

𝟏

√𝟐
𝟏

√𝟐

)  

 Therefore   Orthogonal matrix 

                                  𝑷 =  (𝒑𝟏 𝒑𝟐) =  (

𝟏

√𝟐

−
𝟏

√𝟐

𝟏

√𝟐
𝟏

√𝟐

)  =  
𝟏

√𝟐
 (
𝟏
−𝟏

𝟏
𝟏
)  

Step 9:   Singular Value Decomposition (SVD) f or A is obtained by using the formula  

                    𝐴 = 𝑃 ∑𝐴𝑄
𝑇  =  

𝟏

√𝟐
 (
𝟏
−𝟏

𝟏
𝟏
) (√𝟑 𝟎 𝟎

𝟎 𝟏 𝟎
) 
1

√6
 (
2 0 −√2

−1 √3 −√2

1 √3 √2

)

𝑇

  

 =  
𝟏

√𝟐
 (
𝟏
−𝟏

𝟏
𝟏
) (√𝟑 𝟎 𝟎

𝟎 𝟏 𝟎
)  

𝟏

√𝟔
  (

𝟐 −𝟏 𝟏

𝟎 √𝟑 √𝟑

−√𝟐 −√𝟐 √𝟐

)  

  


